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Enhancing Data Analysis with Noise Removal

Hui Xiong, Gaurav Pandey, Michael Steinbach, Vipin Kumar

Abstract

Removing objects that are noise is an important goal of ditaning as noise hinders most types of data
analysis. Most existing data cleaning methods focus on vergaoise that is the result of low-level data errors
that result from an imperfect data collection process, lath dbjects that are irrelevant or only weakly relevant
can also significantly hinder data analysis. Thus, if thel @g#& enhance the data analysis as much as possible,
these objects should also be considered as noise, at lethistegpect to the underlying analysis. Consequently,
there is a need for data cleaning techniques that removetipéls of noise. Because data sets can contain large
amount of noise, these techniques also need to be able rdliagotentially large fraction of the data. This paper
explores four techniques intended for noise removal to medaata analysis in the presence of high noise levels.
Three of these methods are based on traditional outliectietetechniques: distance-based, clustering-based, and
an approach based on the Local Outlier Factor (LOF) of ancbbjehe other technique, which is a new method
that we are proposing, is a hyperclique-based data cle&i@le@ner). These techniques are evaluated in terms
of their impact on the subsequent data analysis, specyficdilstering and association analysis. Our experimental
results show that all of these methods can provide bettestaring performance and higher quality association
patterns as the amount of noise being removed increashsugh HCleaner generally leads to better clustering

performance and higher quality associations than the dkitee methods for binary data.
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I. INTRODUCTION

Noise is “irrelevant or meaningless data” [5]. For most &ngs data cleaning methods, the focus is on
the detection and removal of noise (low-level data errdrgj is the result of an imperfect data collection
process. This need to address this type of noise is cleariag@trimental to almost any kind of data
analysis. However, ordinary data objects that are irreleea only weakly relevant to a particular data
analysis can also significantly hinder the data analysid tians these objects should be also considered as
noise, at least in the context of a specific analysis. Foants, in document data sets that consist of news
stories, there are many stories that are only weakly relkateéde other news stories. If the goal is to use
clustering to find the strong topics in a set of documents) the analysis will suffer unless irrelevant and
weakly relevant documents can be eliminated. Consequéhéye is a need for data cleaning techniques
that remove both types of noise.

In some cases the amount of noise in a data set is relativedil. ¥for example, it has been claimed that
field error rates for business are typically around 5% or leas organization specifically takes measures
to avoid data errors [28][32]. However, in other cases, th@uwnt of noise can be large. For example,
a significant number of false-positive protein interacsicare present in current experimental data for
protein complexes. Gavist al. [9] estimate that more than 30% of the protein interactidrey tdetect
may be spurious, as inferred from duplicate analyses of 1iBguliprotein complexes. Although this is an
example of a data set that has a large amount of noise duedacdiéction errors, the amount of noise
due to irrelevant data objects can also be large. Exampbisdi@a the document data sets mentioned earlier
[7] and Web data [41], [13]. Therefore, data cleaning teghes for the enhancement of data analysis
also need to be able to discard a potentially large fractiothe data.

This paper explores four techniques intended for data rigan enhance data analysis in the presence
of high noise levels. Three of the techniques are based dititnaal outlier detection techniques: distance-
based, clustering-based, and an approach based on the Qatdar Factor (LOF) of an object. More

generally, we could exploit any outlier detection appro#fwdt assigns each point a value that measures



the degree to which it is an outlier.

The other technique, which is a new method that we are progps a hyperclique-based data cleaner
(HCleaner). HCleaner is based on the concept of hyperci@gierns [40], which consist of objects that
are strongly similar to each other. In particular, everyr gi objects within a hyperclique pattern is
guaranteed to have a cosine similarity above a certain.l@Va cosine similarity measure is also known
as uncentered Pearson’s correlation coeffi¢jemtmeasure of association that describes the strength or
magnitude of a relationship between two objects. HClearterdiout all objects that do not appear in
any hyperclique pattern.

The framework used for measuring data cleaning performandsased on the impact of the data
cleaning on the subsequent data analysis. This approaclalieagion is similar in spirit to that taken by
the wrapper technique for subset feature selection [22iclwlvaluates the choice of a subset of features
by its impact on classification performance. Specifically, loypothesis is that better noise removal results
in better data analysis. In this paper, we evaluate dataicigan terms of its effect on two unsupervised
data mining analysis techniques: clustering and assonianalysis.

Our experimental results show that using HCleaner gernyeledlds to better performance as compared
to the outlier based data cleaning alternatives. Thesea ¢#isbniques sometimes performed as well or
slightly better, but their performance was not as consisteor instance, the clustering based technique
had good performance only when the number of clusters spéatfiatched the actual number of classes

in the data. However, this limitation significantly restsithe usefulness of this method.

A. Contributions

The main contributions of this paper are summarized asvistio

« We explore four data cleaning techniques intended to emhdata analysis in the presence of high
noise levels. The strengths and weakness of each techniguliseussed.

When computing Pearson’s correlation coefficient, the dagan is not subtracted.



. One of the four data cleaning techniques is a new data clgamethod, HCleaner, which uses
hypercliques to filter out noisy data objects. Our experi@eresults on several real-world data sets
indicate that HCleaner tends to provide better clusteriaggomance and high quality associations
than other data cleaning alternatives for binary data.

« We describe a framework for validating data cleaning tegphes that is based on the hypothesis that
better noise removal schemes lead to better data analysisev@luation of data cleaning techniques

is based on their impact on clustering and association aisaly

B. Overview

The remainder of this paper is organized as follows. Sedltidmiefly reviews existing data cleaning
techniques. In Section Ill, we discuss how to exploit erigibutlier detection algorithms for noise removal,
while in Section IV we present our hyperclique-based dagarihg method. Section V describes our
experimental validation approach and Section VI presdrégsekperimental results. Section VII gives our

conclusions and indicates possibilities for future work.

II. DATA CLEANING TECHNIQUES

Data cleaning addresses a variety of data quality problémbjding noise and outliers, inconsistent
data, duplicate data, and missing values. In this sectiobnedly review existing work in data cleaning.
We separate our discussion into techniques that addrestathecollection stage and those that focus on

the data analysis stage.

A. Data Cleaning Techniques at the Data Collection Stage

At the data collection stage, data cleaning techniques [12], [16], [24] are primarily used to detect
and remove errors and inconsistencies from data. Most dymlata errors are due to the misuse of
abbreviations, data entry mistakes, duplicate recordssing values, spelling errors, outdated codes, etc.

[26]. Within this context, one key research topic is the delatation problem [17], which is the detection



and removal of duplicate records from a database. The sehallenge is that databases contain both
exact and inexact duplicates. The inexact duplicates [B&]racords that refer to the same real-world
entity, but do not have the same values for all fields. One rgéra@proach for de-duplicating records
follows a filter-and-refine paradigm. In the filtering stegamily of Sorted Neighborhood Methods (SNM)
[16] has been proposed to determine which records need toi@ared. Then, in the refinement step,
the actual comparisons are performed to decide whethee ttee®rds are duplicates or not. Along this
line, there is a comprehensive data cleaning system, cAl&X [11]. AJAX includes four types of data
transformations—mapping, matching, clustering, and imgrg-that can be helpful for eliminating errors,
inconsistencies, or duplicates. In addition, AJAX progdedeclarative language [12] to specify the flow
of logical transformations.

In summary, data cleaning techniques developed at the dé&xtion stage are focused on detecting
and removing low-level errors and inconsistencies due tangerfect data collection process. Indeed,

most traditional data cleaning techniques belong to thea dallection stage.

B. Data Cleaning Techniques at the Data Analysis Stage

At the data analysis stage, the main purpose of data cleaeaigiques is to remove data objects for
the purpose of improving the results of the data analysised®@g and removing errors is not the key
focus. Indeed, the objects being removed may be errors gmtiag be objects that are irrelevant or only
weakly-relevant to the underlying data analysis. In eittese, the goal is to remove objects that hinder
the data analysis.

An example of data cleaning for error detection and comecis research, within the machine learning
community, to identify and eliminate mislabeled trainirgyrgles for better classification. For instance,
Brodley et al. [4] uses consensus filters and majority voter§ilto identify and eliminate mislabeled
training samples. Their results show that if that the tragndlata set is sufficiently large, then classification

accuracy can be improved as more and more suspiciouslethlodljects are removed.



Cluster analysis provides an example of data cleaning toelimination of weakly relevant or irrelevant
objects. It is well known that presence of outliers can distarious kinds of clustering, e.g., K-means or
hierarchical clustering [19]. As a result, some clusteafgprithms [7], [14], [34], [42] attempt to identify
which objects are potential outliers during the clustenmgcess. These objects are eliminated and play
no role in the final clustering results.

As a final example, Yi et al. [13] uses web Site Style Tree (S$8T0apture the common contents and
presentation styles of a web site. This approach uses anmafmn based measure to determine which
parts of the SST represent noises. The SST is employed totdeid eliminate noise in web pages so
that better results for web page clustering and classificatan be achieved.

In this paper, we explore data cleaning techniques with aco#ar focus on noise removal at the data
analysis stage. Specifically, we exploit noise removalrepkes, based on outlier detection, for enhancing
data analysis in the presence of high noise levels. Whilenoige removal techniques are based on outlier
detection, these techniques are different from outlieect&in techniques in two significant ways. First, the
notion of an anomaly or outlier implies rareness with respethe majority of normal objects. However,
as this paper demonstrates, eliminating a substantialidraof all data objects can enhance the data
analysis. Second, outlier detection techniques seek tm alassifying normal objects as outliers. As is
also demonstrated by this paper, the elimination of iraadé\or weakly relevant (normal) objects is often
essential for enhancing the data analysis.

Because what we are proposing is not simply outlier detecitowould be confusing to refer to the
objects that we eliminate as outliers. Indeed, some of they lpe normal objects. Instead, we will refer
to the objects that are eliminated as noise since this uskeeoivord falls within the general meaning of

noise as meaningless or irrelevant data [5].

[Il. Noise REMOVAL BASED ONOUTLIER DETECTION

In this section, we discuss potential directions for expigi existing outlier detection techniques for

handling data with extremely high levels of noise. Our otiyecis to improve the results of data analysis



by removing objects that may distort the analysis. Traddlly, outlier detection techniques remove only
a small fraction of the objects since, by definition, the nembf outliers in the data is small. However,
if the amount of noise in the data is large from either a datkeciion or data analysis viewpoint, then
there is a need for data cleaning techniques that remove &Ergpunts of noise. Thus, we consider only
outlier detection techniques that assign each object dieostore that characterizes the degree to which
it is an outlier. Such techniques can remove any specifiedep&ge of noise; i.e., we sort the objects
according to their ‘outlier score’ and eliminate the obgewith the highest outlier scores until the desired
percentage of objects has been eliminated.
In the literature, there are a number of different types dfi@udetection methods [18], [37]. In this

paper, we employ three methods: distance-based, derssdband clustering-based. However, any outlier

detection technique that assigns a continuous outlieresimoeach object can be used.

A. Distance based Outlier Detection Methods for Noise Ramov

A simple method [2], [21] of detecting outliers is based oa thstance measure. An object in a data
set D is a distance-based outlier if at least a fractiof the objects inD are at a distance greater than
r. This outlier definition is simple and easy to understand,daum lead to problems when a data set has
regions of varying density. In particular, this approactb@sed on a criterion determined by the global
parameters anda, and cannot take into account the fact that some objectsiamgions of high density,
while other objects are in regions of low density.

Algorithm 1 shows the pseudo code of our distance-basece nmeisoval algorithm. This algorithm
works as follows. For each object in the dataset, the numbebjects that lie within a distance of it
is recorded. According to the distance criteria, noise s®f those objects that have the least number
of neighbors within a specified radius. Hence, all the olject sorted in ascending order with respect
to the number of neighbors they have. The fi&t are declared to be noise and are removed from the

data set. Note that the complexity of this algorithm(én?), because nearest neighbor sets have to be



constructed for each data object. Note that the cosine agityilmeasure is used instead of a distance

measure.

Data : Transaction sef’, Noise fractione, Radiusr
Result Set of noise object®vV, Set of hon-noise objectB

for i = 1 t0 nypens dO
T[i]. NumWithinDist < 0;
for 7 =1 t0 nypens do
if ((j #1)&&(CosineSimilarity(T[i],T[j]) > r)) then
‘ T[i]. NumWithinDist + +;
end
end
end
Tsortea < Sort(T, NumW ithinDist, ascending);
Nnoise < € * Nirans,
N + Tsorted[]----nnoise};
P <« Tsorted[nnoise + 1---ntTans];
return N, P;

Algorithm 1: A distance based noise removal algorithm.

B. Density based Outlier Detection Method for Noise Removal

Another category of outlier detection methods are desigaedentify outliers in data sets with varying
densities [8], [31], [35]. One of the most influential apprbas relies on theocal Outlier Factor (LOF)
of each object [3]. TheLOF of an object is based on the local density of an object’s rmgood,
where an object’s neighborhood is defined by feén Pts nearest neighbors of the objedtlinPts is a
parameter that specifies the minimum number of objects {@oin a neighborhood. Objects with a high
LOF are treated as outliers. It is the use of the number of neighlvather than a specific distance or
similarity, that gives the approach its ability to handléadsets with varying densities.

Algorithm 2 shows the pseudo code of our implementation. Réeidea is that every object in a data
set is an outlier to an extent and this extent is measured tisaLocal Outlier Factor(LOF'). The first
part of Algorithm 2 computes this factor for each object. sThigorithm has a computational complexity

of O(n?), although this can be reduced @(nlog(n)) for low-dimensional data by the use of efficient



multidimensional access methods [10], such as thé&&®. Since the LOF computation has to be iterated
over many values ofMinPts, the associated constant in the complexity may be large.

Because the cosine measure is used instead of a distancerejeghs point with the lowestO F' value
is the mostunusual(noisy) point in the data set. Thus, to eliminate the requamenount of noise from
the data, all the objects are sorted in ascending order wihect to thei. O F' values, and the first%
are declared to be noise. Note that the sorting order herdfeésesht from that in the case where distance
measures are used to calculate fh@F values.

While the LOF method does not suffer from problems of varyaegpsity, there is an issue of how to
select parameters, such &&inPts. Indeed, since the LOF of each point may vary with the valuéhef
MinPts parameter, it was suggested in [3] that the LOF of qawht should be calculated for a range
of values of MinPts and one of them chosen according to somterion. Accordingly, we ran the LOF
calculation algorithm for a wide range of values of MinPtdjieth depended on the size of the data set.
For large data sets, this range was wide, e.g., ftorto 100, while for smaller ones, a smaller range was
considered, e.g., frorhi to 25. (The details of this range for all the data sets used in opements can
be found in Table VI in Section VI.) For each point, the maximof all the LOF values calculated over
this range was chosen as its LOF. This approach, togethbrtiagt fact noted earlier that the points with
the least LOF are the most prominent outliers, implies thpoiat is labeled as a local outlier only if it

is a prominent outlier for many values of MinPts.

C. Clustering based Outlier Detection Methods for Noise &eh

As mentioned earlier, clustering algorithms can detediergtas a by-product of the clustering process.
For instance, Portnoy et al. [30] treat small clusters, Whace far away from other major clusters, as
sets of outliers. In other words, all objects in such clisstme treated as noise. This method is sensitive
to the choice of clustering algorithms and has difficultiesdeciding which clusters should be classified

as outliers. Another approach, used in [23] and [42], is Bhasethe following hypothesis: once the data
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Data : Transaction sef’, Noise fractione, MinPtsLB, MinPtsUB, MinPtsStep
Result Set of noise pointsV, Set of non-noise point®
for n = MinPtsLB; n < MinPtsUB; n+ = MinPtsStep do
MinPts < n;
for ¢ = 1 t0 nypans do
InterSimilarity[l.. nyrans) < 0;
for j =1 t0 n4pens do
InterSimilarity[j] < CosineSimilarity(T[i], T[j]);
end
InterSimilarityli] < 0;
Update K DistNeighbors(T[i], InterSimilarity) [*UpdateKDistNeighbors finds the k
nearest neighbors for transaction T[i] using the simyawector InterSimilarity*/;

end

for i = 1 t0 nypans dO

Calculate LRD(T]i]) /[*CalculateLRD calculates the local reachability dengltd) for
transaction TJ[i] using its k nearest neighbors and theirviathes?*/;

end

for ¢ = 1 t0 nypans do

latest LOF <« Calculate LOF (T[i]) [*latestLOF computes the local outlier factor for T[i]
using its Ird value and those of its k nearest neighbors,Herdurrent value of\/in Pts*/,
Tlillof <— maz(latestLOF,T[i].lof);

end

end

Tsortea < Sort(T,lof, ascending);

Nnoise < € * Nirans,

N + Tsorted[l---nnoise};

P <« Tsorted[nnoise + 1---ntTans];

return N, P;

Algorithm 2: A noise removal algorithm based on the Local Outlier Fact@R).

has been clustered, noise objects are the ones that arestaitbm their corresponding cluster centroids.
In this paper, we will explore a clustering based data cleé@€leaner) that is based on this approach.
Algorithm 3 shows the pseudocode of our implementation efdlastering based noise removal method.
In our algorithm, data is clustered using a K-means algaritvailable in the CLUTO [20] clustering
package, and the cosine similarity (distance) of each blffjem its corresponding cluster centroid is
recorded. The top% objects obtained after sorting these objects in ascenalagcénding) order with
respect to this similarity (distance) constitute the nabgects in the data. The overall complexity of the

algorithm is the same as that of an execution of K-means agnl @hlinear scan of the data, i.€(kn),
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wheref is the number of clusters andis the number of points.

An important issue for CCleaner and other clustering bapgdoaches is how to choose the number of
clusters. If there is only one cluster, then the cluster thaggproach becomes very similar to the distance
based approach described earlier. On the other hand, ¥ elgect is a separate cluster, then the cluster
based approach degenerates to the process of randomlyirgglebjects as outliers. Our experimental
results in Section VI show that CCleaner performs well onlyew the number of clusters is close to
the ‘actual’ number of clusters (classes) in the data setveyer, this limitation significantly restricts the

usefulness of this method.

Data : Transaction sef’, Noise fractione, Cluster label set for T
Result Set of noise pointgV, Set of non-noise point®

for i =1 to num_clusters do
‘ cluster_center[i|[1... niems| < avg(T[1... Nrans], 1);

end
for i = 1 t0 nypens dO
’ T[i].ClusterCenterSimilarity < CosineSimilarity(T[i], cluster _center[C]i]]);

end

Tsortea < Sort(T, ClusterCenter Similarity, ascending);
Tnoise ¥ € * Nirans,

N «+ Tsorted[l---nnoise};

P« Tsorted[nnoise + ]----ntrcms];

return N, P;

Algorithm 3: A cluster based noise removal algorithm

IV. HCLEANER: A HYPERCLIQUEBASED DATA CLEANER

In this section, we propose a hyperclique-based data algit@leaner). The key idea behind this
method is the use of hyperclique patterns [40] as a filter imieate data objects that are not tightly
connected to other data objects in the data set. A hypegcjigitern is a new type of association pattern
that contains objects that areghly affiliated with each other; that is, every pair of objects within a
pattern is guaranteed to have a cosine similarity (uncedt&earson’s correlation coefficient) above a
certain level. If an object is not part of any hypercliquetgat, then it is likely to be relatively unrelated

to other objects, and thus, potentially a noise object.
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A. Hyperclique Pattern Discovery

We describe the concepts of hyperclique patterns aftertitrstducing the concept on which it is based:

the association rule [1].

Association RulesLet I = {iy,iy,... ,i,} be a set of items an@d = {¢;,t,, ... ,t;} be the set of market
basket transactions, where each transactjoffor 1 < i < [) is a set of items and; C I. A pattern
(itemset) is a set of item& C I, and thesupport of X, supp(X), is the fraction of transactions containing
X. For example, in Table I, the support of the pattéin i,} is 3/5 = 60%, since three transactions (t2,
t3, t4) contain bothi; andi,. A pattern is afrequent pattern if the support of this pattern is above a
user-specified support threshold. An association rule ihefform X — Y, and is interpreted to mean
that the presence of pattefi implies the presence of pattein in the same transaction, whe’e C I,

Y CI,and X NY = ¢. Theconfidenceof the association rul& — Y is written asconf(X — Y') and

is defined agonf(X — Y) = supp(X UY)/supp(X). For instance, for transaction data shown in Table
l, the confidence of the association rylg} — {is} is conf({is} — {is}) = supp{is,is})/suppfis}) =

60% / 80% = 75%.

TABLE |
A SAMPLE TRANSACTION DATA SET.

Transactiong Items
t1 11, 19
t2 11, 13, 14, 15
t3 i9, 13, 14, i
t4 i1, 19, 13, 14
t5 11, 19, 13, 1g

Hyperclique Patterns. Unlike frequent patterns, a hyperclique pattern contaiess that are strongly
correlated with each other. Indeed, the presence of an iteame transaction strongly implies the presence
of every other item that belongs to the same hypercliqueepatihe h-confidence measure is specifically

designed to capture the strength of this association.
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Definition 1: The h-confidenceof a patternX = {iy, iy, - -+ , i}, denoted agconf(X), is a measure
that reflects the overall affinity among items within the eatt This measure is defined@asn(conf({i;} —

{io, ..., im}), conf({iz} — {ir i3, ;im}), ..., conf({im} — {i1, ... ,im_1})), Whereconf is the

confidence of association rule as given above.

Example 1:For the sample transaction data set shown in Table I, let nsider a patternX =

{i9,13,14}. We havesupp({is}) = 80%, supp({iz}) = 80%, supp({is}) = 60%, and supp({is, i3,i4}) =

40%. Then,

conf({is} — {is,is}) supp({iz, is,is})/supp({iz}) = 50%
conf({iz} — {iz,ia}) = supp({ia,is,ia})/supp({iz}) = 50%

conf({is} — {ia,is}) = supp({is,is,is})/supp({is}) = 66.7%

So, heonf(X) = min(conf({ia} — {i3,14}), conf({is} — {ia,i4}), conf({is} — {is,i3})) = 50%.

Definition 2: A pattern X is a hyperclique pattern if hconf(X) > h., whereh, is a user-specified

minimum h-confidence threshold.

TABLE I
EXAMPLES OF HYPERCLIQUE PATTERNS OF WORDS OF THEA1 DATA SET.

LAl Dataset
Hyperclique patterns | Support| H-confidence

{gorbachev, mikha}l 1.4% 93.6%
{photo, graphic, writer 14.5% 42.1%
{sentence, convict, prisén| 1.4% 32.4%

{rebound, score, basketball 3.8% 40.2%
{season, team, game, play 7.1% 31.4%

Table Il shows some hyperclique patterns identified fromdsaf the LA1 data set at the h-confidence
threshold0.3. The LA1 data set is part of the TREC-5 collection [38] andudes articles from various

news categories such as ‘financial, ‘foreign,” ‘metro p&ts,’ and ‘entertainment.” For instance, in the
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table, the hypercliqgue pattef§season, team, game, plais from the ‘sports’ category.

TABLE 11l
HYPERCLIQUEPATTERNS FROMRETAIL.

Hyperclique patterns support| h-confidence
{earrings, gold ring, bracelgt 0.019% 45.8%
{nokia battery, nokia adapter, nokia wireless phone | 0.049% 52.8%
{coffee maker, can opener, toagter 0.014% 61.5%
{baby bumper pad, diaper stacker, baby crib sheet 0.028% 72.7%
{skirt tub, 3pc bath set, shower curthin 0.26% 74.4%
{jar cookie, canisters 3pc, box bread, soup tureen, gobjets (80.012% 77.8%

In addition, Table Il shows some of the interesting hypegrued patterns extracted from a real-life
retail data set. For example, we identified a hyperclique patterolving closely related items such
as Nokia battery, Nokia adapter, and Nokia wireless phoreeaMb discovered several interesting patterns
containing very low support items such gearrings, gold ring, braceletThese items are expensive, rarely

bought by customers, and belong to the same product category

B. Properties of the H-confidence measure

The h-confidence measure has three important propertieglndhe anti-monotone property, the cross-
support property, and the strong affinity property. Dethitescriptions of these three properties were
provided in our earlier paper [40]. The anti-monotone armkstsupport properties form the basis of an
efficient hyperclique mining algorithm that has much bepterformance than traditional frequent pattern
mining algorithms, particularly at low levels of supportetd, we provide only a brief summary of the
strong affinity property, which is key to developing a goodadeleaning scheme.

« The strong affinity property guarantees that if a hyperclique pattern has an h-confidexloe above

the minimum h-confidence threshold,, then every pair of items within the hyperclique pattern mus
have a cosine similarity (uncentered Pearson’s correlatmefficient) greater than or equal Q.

As a result, the overall affinity of hyperclique patterns d@ncontrolled by properly setting an h-
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confidence threshold. Note that the definitions of Pearsoorselation coefficient and uncentered

Pearson’s correlation coefficient are as follows.

— Pearson’s Correlation Coefficient:

S(a1, x3) = Y heq @1k — T1) (wok — T2)

V@ T2 (e T2)?

— Uncentered Pearson’s Correlation Coefficient:

n

\/22:1 x%k 221:1 x%k

Every association rule derived from one hyperclique patteill have a confidence value equal to
or greater than the h-confidence value of this hypercliqueepa[39]. For instance, assume that the
h-confidence for the hyperclique pattekn= { A, B, C'} is 0.8, then the confidence of any association

rule derived from the patter’ should be greater than or equal to 0.8.

C. Why is the hyperclique pattern a good candidate for renmpvioise objects?

The strong affinity property discussed above indicates abgcts that form a hyperclique pattern are
highly related to each other. The degree of relationshipeiseddent upon the h-confidence threshold;
the higher the threshold, the stronger the relationshigadt, in data sets with class labels, hyperclique
patterns with sufficiently high h-confidence thresholdsiteminclude objects from the same class. This is
illustrated in Figure 1, which shows, for the LA1 documentadset, the average entropy of the discovered
hyperclique patterns for different minimum h-confidenced support thresholds. (Characteristics of the
LA1 data set are presented in Table IV in Section VI.) Noté t@en the minimum h-confidence threshold
is zero, we actually have frequent patterns instead of lrjigee patterns.

As Figure 1 shows, when the minimum h-confidence threshalteases, the entropy of hyperclique

patterns decreases dramatically. For instance, when ttanfidence threshold is higher than 0.25, the
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Fig. 1. The cluster nature of hyperclique patterns on the dafa set.

entropy of hyperclique patterns will be less than 0.1 atlal given minimum support thresholds. This
indicates that, at high enough h-confidence thresholdsersligue patterns tend to include objects from
the same class. In contrast, the entropy of frequent patteimgh—close to 1—for all the given minimum
support thresholds. This means that frequent patternsttemttiude objects from different classes.
Another trend that can be observed in Figure 1 is that, with dbcrease of the minimum support
thresholds, the entropy of hyperclique patterns from théd ldata set trends downward. This indicates that
high affinity patterns can appear at very low levels of suppéowever, frequent pattern mining algorithms
have difficulty in identifying frequent patterns at low lév®f support. In contrast, the hyperclique pattern
mining algorithm has much better performance at low levélsupport [40]. In fact, for many data sets,
hyperclique patterns can be found even for support thrdshetual to zero. If we want to discover

high-affinity patterns occurring at low levels of suppohten the hyperclique pattern is a better choice.

D. Hypercliqgue based Data Cleaner (HCleaner)
In this subsection, we introduce the hyperclique based diaaner (HCleaner). The basic idea of

HCleaner can be summarized as follows: find all hyperclicatéspns (for a given support and h-confidence
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threshold) and eliminate any objects that are not a part phgperclique pattern. The set of hyperclique
patterns for any data set depends upon the value of suppbht-aanfidence thresholds. Wherever possible,
we set the support threshold to be zero and employ the h-ema&dthreshold to control the number of
objects that are designated as noise. In some data setsydrpaetting the support threshold to zero leads
to an explosion in the number of hyperclique patterns. F@ tdason, we use a low support threshold

that is high enough to reduce the number of hyperclique ettes a manageable level.

Data : Transaction sef’
Result Set of noise pointsV, Set of non-noise point®, Noise fractione

HC < HypercliqueMiner(T") I/IHC: the hyperclique set;
T[1...04pqns)-covered < false;
num_hc < size(HC);
for i =1 to num_hc do
for j =1 t0 nypens do
if ((IT[j].covered)&&contains(T|[j], HC[i])) then
‘ Tj].covered < true;

end
end
end
N «{};
P+ {}
for 1 = 1 t0 nypens dO
if T'[i].covered then
‘ P+ PUTIJil;
end
else
| N« NUT[);
end
end
e INL.

Ntrans

return N, P,

Algorithm 4: A Hypercligue Based Data Cleaner (HCleaner) Algorithm.

Algorithm 4 shows the pseudocode of our implementation ofdd@er. This algorithm works as follows.
We first derive all size-3 hyperclique patterns at a giverohfidence threshold,. from the transaction
setT’, whereT” is the transpose of the original transaction d&fasince we are interested in clustering
objects instead of attributes. The noise objects are sittiygge which are not a member of any of these

hyperclique patterns. In other words, for any identifiedseoobject, we cannot find two other objects
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which have pairwise cosine similarity with this object abdhe h-confidence threshold,. Indeed, the
h-confidence threshold specifies the fraction of noise dajects. If we fix the support threshold, a higher
h-confidence threshold means that more objects will be éabat noise. Therefore, the noise percentage
increases as the h-confidence threshold increases.

In the algorithm, we deliberately selected only size-3 giigue patterns. Our rationale for this choice
is as follows. For most data sets, there is usually a verelatgnber of size-2 hyperclique patterns. Even
a noise object can easily have a strong correlation withremaibject. Hence, size-2 hyperclique patterns
may contain spurious pairwise connections. Instead, wesire3 hyperclique patterns to help ensure
that the connection between objects is not spurious. Indéaah object appears in a size-3 hyperclique
pattern, it means that there are at least two other objectshwiave a guaranteed pairwise similarity
with this object. In addition, there tend to be very few hygbigue patterns with more than three objects
unless the h-confidence threshold is very low, but a low Hidence threshold may not capture strongly
related objects. Our parameter studies in Section VI aldwate that size-3 hyperclique patterns provide
a good compromise. However, more work is needed to deterihthés is the optimal choice.

Computation AnalysisThe major computation cost of HCleaner is from the comporator size-3 hy-
perclique patterns. Compared to frequent pattern miniggrahms, the hyperclique miner is very efficient
in identifying hyperclique patterns and is scalable to varge data sets [40]. In addition, HCleaner does
not need to go beyond size-3 hyperclique patterns and, qoeséy, there is no combinatorial growth of
the pattern space. As a result, HCleaner is a very efficietitsgalable algorithm.

Finally, the fraction of data to be labeled as noise is notrgout to the algorithm, but a result of it.
To allow comparison with the other noise removal algorithmkich do allow direct specification of the
fraction of noise, we proceed as follows. For different lsevef h., we determine the fraction of noise
points produced by HCleaner. We then use this value as an tophe other noise removal algorithms

studied. Hence, a single parametgrdrives the entire noise removal process.
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V. VALIDATION METHODS FORDATA CLEANING TECHNIQUES

Just as we can divide data cleaning techniques into two @agsgbased on different stages of the data
life cycle—techniques at the data collection stage andnigcies at the data analysis stage—we can also
divide validation methods into two categories with respgedhese two stages. At the data collection stage,
where we are focused on detecting and removing errors aodsigtencies from data, one straightforward
method for validating the correctness and effectiveness ddta cleaning technique at the data collection
stage is to conduct a manual inspection of the data or sarfiplesthe data. However, this method is not
of much practical use. A promising alternative for data witass labels is to use a supervised learning
framework for automatically validating the performancedaita cleaning techniques. More specifically,
the raw data is divided into training and test data and thectffeness of data cleaning techniques are

then measured by using supervised learning metrics, suchcal and false-positive errors [24].

{Original Data}

il N

Data Cleaning Data Cleaning Data Cleaning
Method | Method II Method IlI

| Y /
{ Data Mining J { Data Mining } { Data Mining }

Algorithms Algorithms Algorithms

|

{ Performance}

Comparison

Fig. 2. A Data Mining Framework for Validating Data Cleanifigchniques at the Data Analysis Stage.

There is limited research on validation methodologies fatactleaning techniques at the data analysis

stage, especially those that focus on identifying objeutd tistort the subsequent analysis. Indeed, the
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focus of data cleaning research is primarily on the dataecttin stage. To address this gap, we propose
a data mining framework, as shown in Figure 2, for validatilaga cleaning techniques that is based on
the hypothesis that better interpretations, models, ac@idas can be obtained by better noise removal.
Thus, we evaluate the effectiveness of data cleaning byatmlag the results of data mining techniques
on cleaned data. For this paper, we only perform this evaluatsing unsupervised learning techniques

such as clustering analysis and association analysis.

Clustering Evaluation Measures. To evaluate the quality of the clusters produced by the mffe
clustering techniques, we employed two commonly used measaf clustering quality: entropy and the
F-measure [23]. Both entropy and the F-measure are ‘extertaria,; i.e., they use external information—
class labels in this case. Entropy measures the purity ofltrsters with respect to the given class labels.
Thus, if all clusters consist of objects with only a singlasd label, the entropy is 0. However, as the class
labels of objects in a cluster become more varied, the eptingreases. The F-measure also measures
cluster quality, but attains its maximum value when eachsla contained in a single cluster, i.e., clusters
are pure and contain all the objects of a given class. The &ure declines as we depart from this ‘ideal’
situation. Formal definitions of entropy and the F-measueegaven below.

Entropy. To compute the entropy of a set of clusters, we first calcullageclass distribution of the
objects in each cluster; i.e., for each clusfewe computep;;, the probability that a member of cluster
j belongs to class. Given these probabilities, the entropy of clusjeis calculated using the standard

entropy formula

E; =~ piloga(pi), (1)

where the sum is taken over all classes. The total entropg &t of clusters is computed as the weighted
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sum of the entropies of each cluster, as shown in the equation

wheren; is the size of clustey, m is the number of clusters, andis the total number of data points.
F-measureThe F-measure combines the precision and recall conceptsififormation retrieval [33].
We treat each cluster as if it were the result of a query anth etass as if it were the desired set of

documents for a query. We then calculate the recall and ioecf that cluster for each given class as

follows:

Recall(i, j) = n;j/n; 3)

Precision(i, j) = ni; /n; (4)

wheren;; is the number of objects of clagghat are in clustef, n; is the number of objects in cluster
j, andn; is the number of objects in clagsThe F-measure of clustgrand class is then give by the
equation

2 x Recall(i,j) x Precision(i, j)
Precision(i,j) + Recall(i, j)

F(i,j) = (5)

Association Evaluation Measures.There are several possible approaches for evaluating thktygof
association patterns produced by the association minggyitims. We could either measure the quality
of the association patterns generated, or the quality od#iseciation rules generated from these patterns.
In this paper, we employed thES measure [36] for association patterns. For a pair of iteims /5

measure is defined as follows,
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IS({A, BY) = \eonf({A} = {B}eonf({B} — {A}) = wmfﬁ’)“z;w) 6)

IS({A, B}) is equivalent to the cosine of the angle betwetand B, and hence is an effective measure
of the affinity of two items. This measure can be easily ex¢ehtb the case of an association pattern

X ={l,1I5,...,1,} of lengthn, wherel,, I,,... , I, are items, as follows,

supp(1)

S =
150 vV supp(Iy)supp(ly) . .. supp(I,)

(7)

The I.S measure has many desirable properties such as a monotorgase with the support of an item
set or the supports of the items constituting the item set,iavariance with the null addition operation.
However, since the number of items in an association patseeummbounded, thdS of an association
pattern is also unbounded. Thus, the averageof a set of item sets is not statistically robust and is
not suitable for measuring the quality of a set of assoaiapiatterns, since the mean could be distorted
significantly by a very largd S value. For this reason, we use the median oft6eof a set of association

patterns as the quality measure for a set of associatioarpatt

VI. EXPERIMENTAL RESULTS

Employing the validation methodology described above, sr@acted an experimental study to compare
HCleaner, CCleaner, and the two previously discussed meiseval techniques that we derived from the
LOF and distance based outlier detection algorithms. 8palty, we used these four techniques to remove
increasing amount of noise from the data and then appliediering and association analysis to the cleaned
data. These results were evaluated by measuring the erdrapyhe F-measure of the resulting clusters
and the median of the IS of the resulting association pattern

We begin by describing our experimental setup—the dataiss#d and our evaluation process. We
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then present the performance of clustering analysis agasorg numbers of noise objects are removed.
We also present a performance study for association asalé& conclude this section with a sensitivity
analysis of the two best approaches, HCleaner and CClebmgarticular, HCleaner is evaluated for

different sizes of hyperclique patterns and CCleaner isuatad for different numbers of clusters.

A. Experimental Setup

Experimental Data Setsor our experiments, we used real-world data sets from akddferent applica-
tion domains, namely, document data sets, the Interneti@skment data, and microarray gene expression
data. The document data sets are the LA1, WAP, REO, OH8 andT®&H8&ta sets, which are widely used
in document clustering research. The LAl and OH8 data seta part of the TREC-5 collection [38] and
contain news articles. The WEST5 data set came from the Teompublishing Group and was derived
from legal documents. The REO data set is from the Reutes3@1ext categorization test collection
Distribution 1.0 [25]. The data set WAP is from the WebACE jpob (WAP) [15], where each document
corresponds to a web page listed in the subject hierarchyabdd!. For all document data sets, we used a
stop-list to remove common words, and the words were stemusied) Porter’s suffix-stripping algorithm
[29]. In addition, we used a binary data set called ADS (ImterAdvertisements) from the UCI Machine
Learning repositoryy The ADS data set represents a set of possible advertissroarthe Internet web

pages. Some characteristics of these data sets are shovabla IV.

TABLE IV
CHARACTERISTICS OF DATA SETS

Data Set LA1 OH8 REO | WAP WEST5 ADS
#Documents 3204 839 1504 1560 311 3279

#Words 31472 | 2836 | 11465| 8460 1156 1555

#Classes 6 10 13 20 10 2

Source | TREC-5| TREC-5| Reuter| WebAce| Thompson| UCI ML Repository

http://www.ics.uci.edut mlearn/MLRepository.html
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TABLE V
CHARACTERISTICS OF THEY EAST GENE EXPRESSIONDATA SET.

Data Set Yeast
#Samples 79
#Genes 2467
#Classes 8
Source | Eisen et al (1998

We also used gene expression data from the biology domaamitroarray data set includes the Yeast
data of Eisen et al. [6]. Some characteristics of this dataselisted in Table V.

The original gene expression data was real valued, but weeca it into a binary format using a
standard discretization procedure. In this process, thenmewas calculated for each gene expression
variable. Any data greater thgn was transformed td and the others t@. The resultant data set had
the same number of binary attributes as the number of genessipn variables originally. It should be
noted that this binary form of the data was used only by H@&eanwhile the other techniques operated
on the real data. However, after noise removal, clusterimagyais was done on the real data for all the
techniques. In this way, no bias was introduced for any egsat

Experimental TasksThe purpose of our experiments was to answer the followirgstions:

1) What is the impact of noise removal on the clustering perémce?

2) What is the impact of noise removal on the results of assioci analysis?

Experimental Procedureg-or the purpose of comparison, clustering and associatiatysis was per-
formed on both the raw data and the data obtained after relgdhie specified amount of noise. The
approaches used for noise removal were the following: LOgtadce-based outliers, random selection of
noise objects, CCleaner, and HCleaner. The K-means digomif the clustering package CLUTO [20]
were used for clustering and the number of clusters was dbetactual number of classes for the data.
Entropy and the F-measure was used to compare the qualityeofltisters obtained and the median of
the IS was used to compare the quality of the resulting aatowipatterns

Figure 3 shows the experimental evaluation process for alaidysis. First, size-3 hyperclique patterns
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were extracted from data sets at the specified support andfidence thresholds. We found hyperclique
patterns among documents for document data sets and amomgdesafor gene expression data sets.
All the objects covered by hyperclique patterns were preditbr subsequent clustering and association
analysis.

For the remaining three techniques, the percentage of wbigets was specified as a parameter. This
percentage was determined by using the percentage of shjeat did not appear in any hyperclique
patterns. In this way, we guaranteed that the same numbebjette were eliminated by every noise
removal technique. The remaining objects were used in theegjuent clustering and association analysis.

Table VI shows our parameter settings for data analysis different noise removal techniques.

h-confidence, support

Hypercliqgue Miner —» Hyperclique

f

Data Sets

Patterns

'

Objects Covered by
Hyperclique Patterns

Percentage of

s Rt
Noise being removed

Parameters, Data Sets

'

Other Data Cleaning
Techniques

' '

Data Analysis <

Selected objects

Fig. 3. The Experimental Evaluation Process for Data Anglys

TABLE VI
THE EXPERIMENTAL PARAMETERS FORDATA ANALYSIS.

Parameter Range of MinPtssimilarity thresholdnumber of clustefs Support for |Range of H—confidend&raction of median
Data Set for LOF for Distance for clustering Hypercliques for Hypercliques (%) | support used

WAP 10-100 0.10 20 0.004 5-35 N.A.

REO 10-100 0.10 13 0.0025 5-35 0.25

OH8 10-100 0.10 10 0.000 8-18 0.125
WEST5 5-25 0.10 10 0.000 25-55 0.50

ADS 10-50 0.10 6 0.000 35-100 0.75

Yeast 5-15 0.50 8 0.000 30-60 N.A.
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Fig. 5. The impact of noise removal techniques on the perdioca of clustering analysis for OH8 and WESTS in terms ofagytr

B. The Impact of Noise Removal on the Clustering Performance

In this subsection, we evaluate the impact of noise remavahe results of clustering analysis. For our
experiments, we used the document and microarray genesskpnedata sets described above. Because
the clustering performance can vary among data sets wifbrelft data characteristics, we purposely
chose these data sets from different application domains.

Figures 4 (a) and (b) show the clustering performance on tB& Alata set and the WAP data set

respectively. Both figures show that if we randomly removiaadbjects, the entropy is almost unchanged.
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0.58

In other words, clustering performance is not affected leyeglhmination of random objects. In contrast, as
the percentage of noise objects removed by LOF, CCleangri@bteaner increases, the entropy generally
goes down, i.e., clustering performance improves as madenare noise or weakly-relevant objects are
removed. For the ADS data set, we observe that HCleanerdasthe best clustering results compared to
other noise removal techniques across all experimentaisc&®r the WAP data set, there are only small
performance differences among CCleaner, HCleaner, and Wwbdn the percentage of noise objects is

lower than 30%. However, HCleaner yields significantly éettlustering performance as the percentage
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of objects being removed is increased.

Figures 5 (a) and (b) show clustering performance for the @H8 WESTS data sets, respectively.
For the OH8 data set, we can observe that CCleaner genegrfigrms better than other noise removal
techniques. However, the performance difference betweéledher and HCleaner is not significant. For
the WESTS data set, there are only small performances elifter among CCleaner, HCleaner, and LOF
when the percentage of noise objects is lower than 30%. HewéiCleaner yields significantly better
clustering performance as the percentage of object beimgwed is increased. There two data sets also
support the observation that the random elimination of abjeloes not affect clustering performance.

Figure 6, illustrates the impact of noise removal technsque clustering analysis for the gene expression
data sets. In Figure 6, we observe that HCleaner leads to dbe dustering performance when the
percentage of noise objects is greater than 12%, which savdypical noise level for gene expression
data. Also, we observe that HCleaner has a poor performahes whe percentage of noise objects is
less than 10%.

Besides entropy, we also applied the F-measure for evafudtie performance of noise removal
techniques on the clustering analysis. Figure 7 shows tlpadimof noise removal techniques on the
performance of clustering analysis for the ADS data set. s figure shows, HCleaner tends to have
better (higher) F-measure values than other noise remeghhiques for the most experimental cases.

In summary, regardless of the data set, HCleaner tends tbebédst or close to the best technique
for improving clustering performance for binary data, whilOF and CCleaner have a competitive
performance for some continuous data sets when the numlmdusiérs is specified as the actual number
of classes in the data or the right MinPts has been identibed ©F. We also found that the distance-
based noise removal technique does not perform well for &nlyeotested data sets. This may imply that

the data sets we used have regions of varying density.
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Fig. 9. The impact of noise removal on the results of associanalysis for REO and OH8 in terms of the IS measure.

C. The Impact of Noise Removal on Association Analysis

Here, we evaluate the impact of noise removal on the resd@ilsssociation analysis. We used the
following experimental procedure for this evaluation. G&ireach noise cleaning technique can result in
a data set with a different range of supports for the examples median of these supports was used
as the minimum support for deriving closed frequent patteievever, when this support failed to give
sufficiently many patterns, this threshold had to be redumedhultiplying it by a factor betweef and

1. The exact value of this factor for each data set is listechalast column of Table VI. Finally, the
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quality of the closed frequent patterns over the examplewetkat this refined threshold was evaluated
using the median of the IS of the patterns.

Figures 8 (a) and (b) show the median of the IS of the resuéisgpciation patterns for the WEST5 and
ADS data sets. For the WESTS5 data set, we observe that HClpamédes the best association results
compared to other noise removal techniques when the pagef noise objects is above 25%. Slightly
better results can be observed for the ADS data set. In tis, ¢4Cleaner provides the best performance
for all the range of noises objects considered.

Figures 9 (a) and (b) show the median of the IS of the resulisgpciation patterns for the REO and
WESTS5 data sets, respectively. As shown in these two figit€seaner can achieve better performance
when a large portion of noise, say 38%, has been removed. Wowdke performance of all these noise
removal techniques is relatively close for the OH8 data de@mthe percentage of noise objects is less
than 38% and the performance of HCleaner is worse than othise memoval techniques for the REO
data set when the percentage of noise objects is low.

Also, as previously noted, every association rule derivednfa hyperclique pattern will have a
confidence value above the h-confidence threshold. In otloedsy if association rules are generated
from objects covered by hyperclique patterns identifiechgis relatively high h-confidence threshold, it
is guaranteed that association rules with low confidencenetl be generated. In this sense, HCleaner can
help generate association rules with better quality, stheespecified h-confidence threshold is a lower
bound for the confidence of these association rules. In asitthere are no theoretical guarantees for the

quality of association rules for other outlier based nosmaval methods.

D. Sensitivity Analysis

In this subsection, we discuss several issues related toneaer selection for CCleaner and HCleaner.
Figure 10 (a) shows the performance of CCleaner for clugieanalysis as the number of clusters is
changed. For the OH8 data set, the best noise removal isvadhighen the number of clusters equals

the actual number of classes. Also, it can be observed trapénformance of CCleaner declines as
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Fig. 10. The effect of the number of clusters on the perfomeant CCleaner for OH8 and WESTS with respect to entropy.

the number of clusters gets farther from the actual numberlagses in the data. In other words, the
performance of CCleaner is very sensitive to the specifiedlbar of clusters. If the number of clusters
is very small, then this approach has performance similahab of the distance based approach. If the
number of clusters is very large, then this approach becamatar to the random approach for removing
noise. For this reason, CCleaner tends to perform poorlynwwhe number of clusters deviates from the
actual number of classes in the data. Often, the actual nuoflasses is not known. Thus, if CCleaner
is used for noise removal, our results may not be as good a®#luéts presented in Figures 4, 5, and 6,
where the number of clusters was set to the actual numbers$es.

Figure 10 (b) shows the performance of HCleaner for clusteanalysis when hyperclique patterns of
different sizes are used for filtering out noise objects.him figure, we observe that the best performance
is obtained when size-3 hyperclique patterns are used assfiibor HCleaner. Also, we notice that there
are only small performance differences among size-2, 3jzmd size-4 hyperclique patterns when the
percentage of noise objects is low, while size-3 patterndsa@o perform better for a large percentage of
noise objects. Finally, there is a tradeoff between the sfzpatterns and the coverage of data objects.
If we use hyperclique patterns with a size more than threeleatt@r tends to filter out many more

data objects for a specified h-confidence threshold. Thusbtain the same percentage of noise objects
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eliminated, the h-confidence threshold needs to be redwetithis may result in poorer performance.
In contrast, if we use size-2 hyperclique patterns, a vegh i-confidence threshold may eliminate only
a small number of noise objects. Therefore, more strongiyetated pair objects can be captured and
better results can be achieved with size-3 patterns.

While we have only illustrated the parameter sensitivisutes of CCleaner and HCleaner for two data

sets, similar results hold for the other data sets used iregperiments.

VIlI. CONCLUSIONS

The goal of the work presented in this paper is to boost thditgua data analysis, and capture the
underling patterns in the data by reducing the effect ofaaisthe data analysis stage. This may be noise
due to imperfections in the data collection process or nthiaé consists of irrelevant or weakly relevant
data objects. Our focus was on data sets with a very high Evebise.

We provided a framework for evaluating the effectiveness@te removal techniques for enhancing
data analysis that is based on the hypothesis that bettee memoval yields better data analysis. Our
study was restricted to unsupervised data mining techeigqti¢he data analysis stage.

As part of this work, we studied the performance of four teghas. Three of these techniques were
based on existing outlier detection methods. We also pexpasyperclique based data cleaner (HCleaner).
We evaluated these four data cleaning techniques by congphow much they improved the results of
clustering and association analysis. As demonstrated bgxperimental results, HCleaner tends to have
better noise removal capabilities than the outlier basqutagzhes. Although CCleaner and LOF had
good performance in some situations, their performancensass consistent. In addition, HCleaner has
superior capability of generating higher quality asséeciapatterns.

There are several directions for future work. First, giveattHCleaner, CCleaner, and the LOF based
method were each the best in different situations, it cowddubeful to consider a voting scheme that
combines these three techniques. Also, we would like tosiyate the impact of these noise removal

techniques on classification performance.
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